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Abstracr. Gene expression data are expected to be of significant help in the development of efficient cancer diagnosis
and classification platforms. One problem arising from these data is how to select a small subset of genes from
thousands of genes and a few samples that are inherently noisy. This research aims to select a small subset of
informative genes from the gene expression data that will maximise the classification accuracy. A model for gene
selection and classification has been developed by using a filter approach together with an improved hybrid of the
genetic algorithm and a support vector machine classifier. It is shown that the classification accuracy of the proposed
model 15 useful for the cancer classification of one that widely used gene expression benchmark data sef.
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L INTRODUCTION

Owing to recent advances in biotechnology, gene
expression can now be gquantifatively monitored on a
large scale. Gene expression represents the activation
level of each gene within an organism at a particular
point of time' Recent studies on the molecular-level
classification of tissue have indicated that gene
expression data could significantly aid i the
development of efficient cancer diagnosis and
classification pI,:-L‘rfcnfrm.2 However, classification based
on gene expression data confronts us with more
challenges., one of the major ones being the
overwhelming number of genes relative to the small
number of training samples in the data sets.! Also, most
genes are not relevant to the distinction between
different tissue classes, and introduce noise in the
classification process.

Gene selection or feature selection, is the task of
selecting a subset of features that maximises the
classifier’s ability to classify samples accurately® Gene
selection methods can be classified into two categories.
If gene selection 1s carried out independently from the
classification procedure, the method belongs to the filter
approach. Otherwise, it is said to follow a hybrid
appmach.l Most previous work has used the filter
approach to select genes, since it is computationally
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more efficient than the hyvbrid approach. However, the
hybrid approach wsually provides greater accuracy than
the filter approach.*

The filter approach has been widely applied by
many researchers to select features or genes in various
applications. The threshold number of nusclassification
(TNoM) score” information gain (IG).” the signal-to-
noise ratio.® and the relief algorithm (RA) are some of
the widely known filter approaches, and have been
successfully applied to gene selection problems. The
application of the hybrid approach using the genetic
algorithm (GA) and a classifier has grown in recent
vears® For example, a hybrid of GA and a neural
network classifier (GANN), incorporating GA and the
support vector machine (SVM) classifier (GASVM),
and combining GA via the weight voting classifier, are
some of the widely known hybrid approaches, and have
been successfully used in various appliu::r[ilc:uns,.“l While a
large number of supervised and vnsupervised methods
from the pattern recognition literature have been
proposed in bioinformatics research, a method based on
the SVM classifier has proven to be the most popular
and is reasonably accurate.”

A major goal of diagnostic research 1s to develop a
diagnostic procedure based on the least number of
possible genes needed to detect diseases’ By
identifying a small subset of genes on which to base a



diagnesis, it i1z possible to improve classification
accuracy. This research deals with selecting a small
subset of informative genes from gene expression data
which maximises the classification accuracy. Hence,
this article proposes a model of gene selection and
classification using the filter approach together with an
improved hybrid of the GA and the SVM classifier
(NewGASVM).

II. MODEL FOR GENE SELECTION AND
CLASSIFICATION

Generally, a model for gene selection and
classification has two stages: gene selection and gene
classification ” Figure 1 shows that this model exhibits a
classification stage which includes training and testing
phases.

The gene selection method needs to select some
genes that are closely related to particular classes for
classification; these are called informative genes.® This
process 1s called gene selection. The general process of
classification 1s to train a classifier by wsing framing
samples, and then classifies test samples with the
trained classifier.
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Fig.1. Model of gene selection and classification

2.1. Filter approach and hybrid approach for gene
selection

Filter approaches, such as IG and the RA are used in
this research. The genes with the highest scores are
selected as top genes. Suppose that a gene expression

pattern is represented as g (for example, i = 1-7129
in leukemia cancer data). Each g, is a vector of gene
expression levels from N samples. g, =(g.e1....e0) .

while ¢, represents a class of sample j where j =1 -
N If the number of genes excited (P(g,)) or not
excited (Pig,n i class (Pic,)) is  counted, the

coefficient of the IG becomes
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Pig .c)
IG(g..c)=Plg c)log——" 1 (L
I:g,. _I:I kg, _r} = P(C_J'P(S’:)

+Pig, 18 ) ll:ugﬂhtL
Ple,)-P(g,)

The basic idea of the RA is to draw instances at
random, compute their nearest neighbours, and adjust a
gene weighting vector to give more weight to genes that
distingush this set from neighbours of different classes.
Specifically, it tries to find a good estimate of the
following probability in order to assign a weight for

each gene:

W, = P{different wvalue of g, | different class)—

P{different value of £; |same class) (2
This research uses a hybrid approach such as

GASVM or NewGASVM. Details of GASVM and

NewGASVM can be found in Mohamad et al.*

[II. PROPOSED MODELS

This article proposes a model for gene selection and
classification wusing a filter approach and the
NewGASVM. Previous work has used a model of gene
selection and a classification model, as shown in Fig. 1,
which involves two stages. However, the research’s
proposed model has three stages: gene selection, gene
optimisation, and gene classification. Figure 2 shows
this model.
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Fig 2. Proposed model of gene selection and
classification



The gene selection stage removes irrelevant genes
using a filter approach such as IG or the BA. Selecting
genes by a filter approach also presents an overall
pattern of gene expression data. Therefore, it is a nice
starting point for the data analysis. As a result, this stage
produces a small subset of genes. The optimusation
stage selects and opfimises a subset of genes from the
small subset by using NewGASVM. GASVM can also
be used to replace the NewGASVM at this stage. If the
subset 15 small, the combination of genes 1s not very
complex, and then the New-GASVM can easily find the
optimised subset. Moreover, the NewGASVM can also
remove noise genes because the filter approach has
reduced the size and complexity of the search space.
Thus, the NewGASVM iz more efficient by using a
small subset to complete its task quickly. Lastly, the
classification stage builds an SVM classifier wsing the
optimal subset of training sets, and tests it using a test
set.

IV. EXPERIMENTAL RESULTS

4.1. Data Sets

The leukemia cancer benchmark data set is used to
evaluate the proposed model. This data set contains
examples of human acute leukemia, originally analysed
by Golub et al® It has the expression levels of 7129
genes and can be obtained at
http:/fwwrowr broad mit edu/cgi-bin/cancer/rdatasets.cgi.

Two criteria are considered to evaluate the
performances of the proposed model: the leave one ouf
cross validation (LOOCV) accuracy and fest accuracy.
The LOOCVY procedure 15 applied on training data and
the accuracy test measurement on test data to measure
the classification accuracy.”

4.1. Experimental Environments

The experiments were conducted using six methods
obtained from a combination of GASVM,
NewGASWVM, and the filter approaches (IG and EA).
Firstly, the GASVM and NewGASVM methods were
applied following the stages shown i TFig. 1.
Furthermore, by following the stages in Fig. 2. four
methods are obtained: IG+GASVM, RA+GASVM,
IG+NewGASVM, and FRA+NewGASVM. The filter
approach was used fo select 100 genes from the whole
set of genes. Methods based on the NewGASVM were
tried using 5, 10, 20, 30, 40, 50, 60, 70, 80, or 20 genes
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in order to choose the optimal subset of genes.
However, methods based on the GASVM. such as
GASVM, IG+GASVM, and RA+GASVM, were not
tried using the different numbers of selected genes
because they were unable to fix the selections.

Figures 3 and 4 show the highest LOOCV and test
accuracies for classifying lenkemia cancer samples,
which are 9947% and 94.71%, respectively. The
IG+=NewGASVM method used 20 genes to reach the
highest accuracy.
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Fig.3. Correlation between LOOCV accuracy and the
number of selected genes. IG, information gamn; RA,
relief algorithm
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Fig 4. Correlation between test accuracy and the
number of selected genes. /G, information gain; R4,
relief algorithm

Table 1. The benchmark of the highest classification
accuracy on leukemia cancer data set

Method Leukemia cancer data set
LOOCV (%) Test (%)
GASVM 0474 83.53
IG+HGASVM 08.05 0353
RA+GASVM 07.63 9174
NewGASVM 05.00 8059
IG+NewGASVM 00 47 0471
RA+NewGASVM 0021 0412

In general, the IG=NewGASVM and
RA+NewGASVM methods performed consistently and
were much better than the NewGASVM method owing
to the application of a filter and hvbrid approach in the
proposed model. Hence, applyving IG+-NewGASVM or



BA+NewGASVM  has improved the accuracy by
removing trelevant genes from whele genes and
optimising the remaining genes. These figures also
indicate that the accuracy depends on the number of
selected genes.

Table 1 shows the high accuracy of the six methods.
In general, the GASVM and NewGASVM methods
produced poorer results. In contrast, when a filter
approach was applied prior to these methods, the results
improved. Hence, the methods that applied the filter
approach and NewGASVM out-performed the methods
that applied the filter approach and GASVM.

The highest accuracy of the IG+New(GASVM
method was 99.47% and 94.71% for LOOCW and test
accuracies, respectively, using 20 selected genes in the
leukemia cancer data set. On the other hand, the original
work of Golub et al® required about 30 genes fo
achieve 94 74% for LOOCV accuracy and 85.29% for
test accuracy.

In general, the IG+NewGASVM and
RA+NewGASVM methods performed consistently and
with a higher accuracy percentage than other methods
because the filter approach was applied before the
optimisation phase. The filter approach selects and
reduces the number of candidate genes from the total
number of genes in order to remove irrelevant and noisy
genes. Hence, the IG+NewGASVM and
BRA+NewGASVM  methods are more efficient at
producing the optimised subset of genes by using the
small subset that 15 produced from the filter approach.

V. CONCLUSIONS

In this article, a new model for gene selection and
the classification of gene expression data has been
designed and applied. Generally, the IG=NewGASVM
and RA+NewGASVM methods achieved sigmficant
LOOCW and test accuracies, and performed better than
other methods because a filter approach was applied
before the optimisation phase. The filter approach can
produce a small subset of genes. Thus, the hybnd
method can be more efficient at producing an optimised
subset of genes using the small subset that is produced
from the filter approach. Hence. applyving a filter
approach and the hybrid approach in our proposed
model is wuseful because it produces sigmificant
classification accuracy. However, this model suffers
from a drawback. which motivates for further
improvements. The limitation is that it has produced
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inconsistent results when it runs independently in terms
of accuracy and the number of selected genes. Even
though the propesed medel has been successfully
applied in the bioinformatics area, it can also be applied
and extended in other applications such as robotics,
pattern recognitions, and computer graphics. A
recursive approach in a hybrid method for better
optimization of 2 small subset of genes from thousands
of genes is currently studied.
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